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Overview

Goal:

Find faces in an image and put boxes around them
Do it “real-time”
Achieve a very low False Detection Rate

3 major contributions:

Integral image to compute quickly Features on the image
Features filtering by AdaBoost learning algorithm
“Cascade” of classifiers to reject early the easy boxes with no face
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Ensemble methods

Basic idea: put many models instead of only one
Bagging (bootstrap aggregating):

generate random variations of the training set by resampling
learn a classifier on each
combine the results by voting



Ensemble methods

Basic idea: put many models instead of only one
Bagging

Boosting:

Weight training examples
Weights are varied so that each new classifier focuses on the examples the previous ones

tended to get wrong (sequential)



Ensemble methods

Basic idea: put many models instead of only one
Bagging
Boosting

Stacking:

The outputs of individual classifiers become the input of a “higher level” learner that figures
out how to best combine them



AdaBoost: adaptive boosting

Original data set, D,

Update weights, D,

Weak classifier: doing better than random

Update weights, D,

courtesy to Alexander Ihler http://sh.ics.uci.edu/Classes/2012F-273a%action=download&upname=10-ensembles. pdf

Slide from Zhang&Khalil



AdaBoost

Weight each classifier and combine them:
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1-node decision trees
“decision stumps”

very simple classifiers

Slide from Zhang&Khalil



AdaBoost

e Given example images (x1, y1), ..., (X,, y,) Where
vi = 0, 1 for negative and positive examples respectively.

e Initialize weights wy ; = ﬁ % for y; = 0, 1 respectively,
where m and [ are the number of negatives and positives
respectively.

e Forr=1,...,T:

1.
2,

: : —_p
Normalize the weights, w; ; < =r—2-—
1,1 Z :
j=1Wj

Select the best weak classifier with respect to the
weighted error

& =mingpe Y wilh(xi, f.p.0) = yil.

1
Define h;(x) = h(x, f;, p:, 6;) where f;, p;, and 6,
are the minimizers of ¢,.
Update the weights:

1—e;
Wril,i = wt,iﬁt '

where ¢; = 0 if example x; is classified correctly, ¢; = 1
otherwise, and g; =

€
I—G; 2

e The final strong classifier is:
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1
1 gla:ht(x)ZE Ela’f
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0 otherwise

C(x) =

where o; = log 5_1;



AdaBoost

e The final strong classifier is:

e Given example images (x1, y1), ..., (X,, y,) Where
vi = 0, 1 for negative and positive examples respectively.

e Initialize weights wy ; = ﬁ % for y; = 0, 1 respectively, T 1 &
where m and [ are the number of negatives and positives o= I Z orrhy(x) = 2 Z e
respectively. - =1 =1

e Fort=1,...,T: 0 otherwise

. . R w;,,‘ _ L
1. Normalize the weights, w; ; < Fﬁiz;’»:l T where o; = log 3
2. Select the best weak classifier with respect to the
weighted error Importance of each weak classifier
. . related to its error
& =mingpe Y wilh(xi, f.p.0) = yil. Train
i
3. Define h;(x) = h(x, f;, p:, 6;) where f;, p;, and 6,
are the minimizers of ¢;. Predict & compute
4. Update the weights: errors
I—e;
Wryl,i = wt,iﬁt ¢ .
Update weights of

where e¢; = 0 if example x; is classified correctly, ¢; = 1 training examples
€t
l—ﬁ' 5

otherwise, and g; =



AdaBoost as a feature selection process

Each weak learner is restricted to one feature

A selected feature(= a good weak classifier) will have a large weight in the strong classifier
“For each feature, the weak learner determines the optimal threshold classification function,
such that the minimum number of examples are misclassified.”

x: subwindow
1 1if pf(x) < p@ f: feature

h(x, f, p,0) = . p: polarity (+/-1)
0 otherwise O: threshold



A 200-features strong classifier from AdaBoost

95% TPR

ROC curve for 200 feature classifier
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The Attentional Cascade

“Smaller [...] boosted classifiers can be constructed which reject many of the negative sub-windows
while detecting almost all positive instances.”

All Sub—-windows Each stage (1,2,3) is a classifier constructed
by AdaBoost

Number of features in each classifier

Percentage of images presented to each
Further classifier that are accepted/rejected by the

Processing/ classifier
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The Attentional Cascade

“Smaller [...] boosted classifiers can be constructed which reject many of the negative sub-windows

while detecting almost all positive instances.”

Expected number of evaluated features:

N:n0+§:(n,~l_[p_,-)

i=1

All Sub—windows

Further

Pl’OCGSSH’? n.: number of evaluated
features of the i stage
p;; positive rate of the i
classifier

0% non-faces 0% non-faces

50% 80%
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The Attentional Cascade

“Smaller [...] boosted classifiers can be constructed which reject many of the negative sub-windows
while detecting almost all positive instances.”

All Sub-windows For a 10-stages cascade:
A Detection Rate of each stage of 0.99 will
Further
Processing

give 0.99'°=0.9

A False Positive Rate of each stage of 0.30
will give 0.30"= 6.10°




Final training code

User selects values for f, the maximum acceptable false
positive rate per layer and d, the minimum acceptable detection
rate per layer.

User selects target overall false positive rate, Figpger-

P = set of positive examples

N = set of negative examples

FO = 1.1 DO =1.0

i=0
while F; > Fgrger
—i<«—i+1

-n; =0, F; =F;_
—while F; > f x Fj_

xn; < n; +1

x Use P and N to train a classifier with n; features using
AdaBoost

* Evaluate current cascaded classifier on validation set to
determine F; and D;.

* Decrease threshold for the ith classifier until the current
cascaded classifier has a detection rate of at least
d x D;_q (this also affects F;)

—N <0

—If F; > Fiarger then evaluate the current cascaded detector on
the set of non-face images and put any false detections into
the set N



Final training code

Adding a feature to the layer:

- More features achieve higher

DR and lower FPR
- More features require more
time to compute

—

o

User selects values for f, the maximum acceptable false
positive rate per layer and d, the minimum acceptable detection
rate per layer.

User selects target overall false positive rate, Figpger-

P = set of positive examples

N = set of negative examples

FO = 1.0; DO =110

i =0

while F; > Fgrger

—i <« i+1

—ny =0, F5=Fi

—while F; > f x Fj_

xn; < n; +1

x Use P and N to train a classifier with n; features using
AdaBoost

* Evaluate current cascaded classifier on validation set to
determine F; and D;.

* Decrease threshold for the ith classifier until the current
cascaded classifier has a detection rate of at least
d x D;_q (this also affects F;)

N <0

—If F; > Fiarger then evaluate the current cascaded detector on

the set of non-face images and put any false detections into
the set N

J\

L__ Initialization
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Overview - training
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Overview - detection

38 layers, 6060 features
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Results

0.95
93% TPR

ROC Curves for Face Detector
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